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Preface

The Server Deployment Package (SDP) is the implementation of Perforce’s recommendations for
operating and managing a production Perforce Helix Core Version Control System. It is intended to
provide the Helix Core administration team with tools to help:

» Simplify Management

* High Availability (HA)

* Disaster Recovery (DR)

 Fast and Safe Upgrades

* Production Focus

* Best Practice Configurables

* Optimal Performance, Data Safety, and Simplified Backup

This guide is intended to provide instructions of setting up the SDP to help provide users of Helix
Core with the above benefits.

This guide assumes some familiarity with Perforce and does not duplicate the basic information in
the Perforce user documentation. This document only relates to the Server Deployment Package
(SDP) all other Helix Core documentation can be found here: Perforce Support Documentation

Please Give Us Feedback

Perforce welcomes feedback from our users. Please send any suggestions for improving this
document or the SDP to consulting@perforce.com.
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Chapter 1. Overview

The SDP has four main components:

* Hardware and storage layout recommendations for Perforce.

« Scripts to automate critical maintenance activities

Scripts to aid the setup and management of replication (including failover for DR/HA)

* Scripts to assist with routine administration tasks.

Each of these components is covered, in detail, in this guide.

1.1. Windows SDP vs Unix SDP

The principles of the SDP are the same on both operating systems. The similarities are:

« Similar logical structure for file/directory layout (starting from /p4 and c:\p4 respectively)

 This logical structure can be mapped to flexible physical structure for desired performance and
redundancy criteria

Support for offline checkpointing (root vs offline_db) using an automated daily script
» Support for regular archive verification using an automated script
* Emailing of results for basic monitoring

* Some things like triggers written in Python or Perl are cross platform
The differences are:

* Unix scripts/tools are mainly written in Bash, whereas Windows mainly uses Powershell

* Windows Perforce Helix Core deployments tend to be simpler than Unix ones (fewer replicas
etc), so there are more scripts for Unix SDP to manage replicas.

1.2. Downloading SDP

This is  available: https://swarm.workshop.perforce.com/files/guest/perforce_software/sdp/
downloads/sdp.Windows.zip

See Section 3.1, “Clean Installation” for where to put it after downloading.

1.3. Checking the SDP Version

Once installed, the SDP Version file exists as C:\p4\sdp\Version. This is a simple text file that
contains the SDP version string. The version can be checked using a command like TYPE, as in this
sample command:

2 © 2010-2021 Perforce Software, Inc.
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C:\p4\sdp> TYPE Version
Rev. SDP/MultiArch/2020.1/27955 (2021/08/13)

That string can be found in Change History section of the SDP Release Notes. This can be useful in
determining if your SDP is the latest available, and to see what features are included.

© 2010-2021 Perforce Software, Inc. 3
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Chapter 2. Configuring the Perforce Server

This chapter tells you how to configure a Perforce server machine and an instance of the Perforce
Server. These topics are covered more fully in the Knowledge Base; this chapter covers the details
most relevant to the SDP.

The SDP can be installed on multiple server machines, and each server machine can host one or
more Perforce server instances. (In this guide, the term server refers to a Perforce server instance
unless otherwise specified.) Each server instance is assigned a number. This guide uses instance
number 1 in the example commands and procedures. Other instance numbers can be substituted as
required.

This chapter also describes the general usage of SDP scripts and tools.

2.1. Volume Layout and Hardware

To ensure maximum data integrity and performance, use three different physical volumes for each
server instance. Three volumes can be used for all instances hosted on one server machine, but
using three volumes per instance reduces the chance of hardware failure affecting more than one
instance.

While re recommend 3 volumes (drives), it is often practical to put all the files onto
o a single physical volume. We do NOT recommend the use of the C: drive (operating
system root)!

* Perforce metadata (database files): Use the fastest volume possible, ideally RAID 1+0 on a
dedicated controller with the maximum cache available on it. This volume is normally called
metadata.

* Journals and logs: Use a fast volume, ideally RAID 1+0 on its own controller with the standard
amount of cache on it. This volume is normally called logs. If a separate logs volume is not
available, put the logs on the depotdata volume.

* Depot data, archive files, scripts, and checkpoints: Use a large volume, with RAID 5 on its
own controller with a standard amount of cache or a SAN or NAS volume. This volume is the
only volume that MUST be backed up (although we recommend also backing up logs). The
backup scripts place the metadata snapshots on this volume. This volume can be backed up to
tape or another long term backup device. This volume is normally called depotdata.

If three controllers are not available, put the logs and depotdata volumes on the same controller. Do
not run anti-virus tools or back up tools against the metadata volume(s) or logs volume(s), because
they can interfere with the operation of the Perforce server.

o The SDP assumes (but does not require) the three volumes described above. It can
easily be configured to use a single volume on which all data is stored.

View Figure 2: Volume Layout (below), viewed from the top down, displays a Perforce application
administrator’s view of the system, which shows how to navigate the directory structure to find
databases 1ng files, and versioned files in the depots. Viewed from the bottom up, it dicp] VS a

MMMMMMMMM y A AU 122TS it Lo puUio. v wWol 22020 MUV UM, MisSpaay
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Perforce system administrator’s view, emphasizing the physical volume where Perforce data is
stored.

Both Unix and Windows installation of the SDP now use symlinks (on Windows this is via the
mKklink tool).
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Figure 2: Volume Layout

The links are shown as <SYMLINKD> below on a Windows installation.

Directory of c:\p4

20/06/2020 15:05 <DIR> .

20/06/2020 15:05 <DIR> ..

20/06/2020 15:05 <SYMLINKD> common [f:\p4\common]
20/06/2020 15:05 <SYMLINKD> config [f:\p4\config]
20/06/2020 15:05 <SYMLINKD> 1 [f:\p4\1]

© 2010-2021 Perforce Software, Inc. 5



6 of 55 - Chapter 2. Configuring the Perforce Server

Directory of c:\p4\1

20/06/2020 15:05 <DIR> .

20/06/2020 15:05 <DIR> ..

20/06/2020 15:05 <DIR> bin

20/06/2020 15:05 <DIR> checkpoints

20/06/2020 15:05 <DIR> depots

20/06/2020 15:05 <SYMLINKD> logs [g:\p4\1\logs]
20/06/2020 15:05 <SYMLINKD> offline_db [e:\p4\1\offline_db]
20/06/2020 15:05 <SYMLINKD> root [e:\p4\1\root]
20/06/2020 15:05 <DIR> ssl

20/06/2020 15:05 <DIR> tmp

2.2. Instance Names

Traditionally the SDP has used integers for instance names which show up in the paths above, for
example C:\p4\ 1\root.

However it is increasingly the case that alphanumeric names are used for instances, e.g. C:\p4\
Acme\root. Commonly organizations strive to use a single Perforce instance, one logical data set,
which may be replicated around the globe. Using a single instance optimizes collaboration and
simplifies code access for all development activity. When there is a single instance, the name ‘1' is
as good as any. When there is more than one instance, e.g. if there are isolated silos of development
activity, an alphanumeric name may be more helpful than an integer for identifying the data set,
such as Acme or perhaps LegacyApps. Another instance is sometimes to develop and test things
like Perforce trigger scripts before rolling them out to the live production instance, or to provide a
standing internal training data set.

In any case it is worth thinking and planning your naming, particularly if you have multiple
instances including replicas of different types and these are located on different hosts.

If you are using instance numbers, then an example configuration where there are 2 master server
instances, each with a replica, might be:

Server hostname Instance ID Port
p4d-sfo-01 1 1666
sfo-p4d-01 2 2666
sfo-p4d-02 1 1666
sfo-p4d-02 2 2666

For consistency, instances with same ID should refer to the same logical data set, they just run on
different machines.

Alternatively, alphanumeric names can be clearer and easier:

Server hostname Instance ID Port

sfo-p4d-01 Acme 5000
6 © 2010-2021 Perforce Software, Inc.
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Server hostname Instance ID Port
sfo-p4d-01 Test 5999
sfo-p4d-02 Acme 5000
sfo-p4d-02 Test 5999

Some sites apply a convention to the port number to identify whether the P4PORT value is that of a
master server, a broker, replica, edge server, or proxy. In such cases the first digit is reserved to
identify the instance, and the remaining 3 digits identify the target service, e.g. 666 for a broker, 999
for a master server, 668 for a proxy.

Host naming conventions vary from site to site, and often have local naming preferences or
constraints. These examples the the code of the nearest major airport, sfo in this case, as a location
code. Using location in the hostname is merely an example of a site preference, not necessarily a
best practice.

End user P4PORT values typically do not reference the actual machine names. Instead they
reference an alias, e.g. perforce or sfo-p4d (without the -01). This helps make failover operations
more transparent.

© 2010-2021 Perforce Software, Inc. 7
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Chapter 3. Installing the Perforce Server and
the SDP

This chapter tells you how to install a Perforce server instance in the SDP framework. For more
details about server installation, refer to the Perforce System Administrator’s Guide.

Many companies use a single Perforce Server to manage their files, while others use multiple
servers. The choice depends on network topology, the geographic distribution of work, and the
relationships among the files being managed. If multiple servers are run, assign each instance a
number and use that number as part of the name assigned to depots, to make the relationship of
depots and servers obvious. See the discussion above on Instance Names.

3.1. Clean Installation

In this section we describe the server and SDP installation process on Windows. The process
consists of:

1. Initial setup of the file system and configuration files.

2. Running the SDP configuration script.

3. Starting the server and performing initial configuration.

3.1.1. Pre-requisites
The following are required (details mentioned below):

* Administrator account on the server
* Python installed (see below)
» Perforce Helix Core executables (p4.exe/p4d.exe - see below)

» Powershell 5.x or greater (default on Windows 10 or Windows Server 2016+)
Optional (but recommended):
* Perforce Helix Visual client (P4V - optional but very useful, together with P4Admin - the Admin
tool)

* An editor (Notepad will do, but Download Notepad++)

* GOW (Gnu on Windows) - optional but very useful for parsing log files etc.

3.1.2. Configuring Powershell

The scripts now use Powershell rather than .BAT files due to improved error handling and options,
and code re-use (via a single included module rather than duplication of functionality in every
script). This also allows us to keep the scripts more closely aligned with the functionality of the Unix
scripts.

It is important to enable local scripts to be run. The following command must be run within an
8 © 2010-2021 Perforce Software, Inc.
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Powershell Administrator prompt:
get-executionpolicy

The result needs to be either RemoteSigned or Unrestricted. If not then set it as below.
For Windows 10, Windows Server 2016 or later, run the following commands as Administrator:

* x86
Open C:\Windows\SysWOW64\cmd.exe
Run the command:

powershell Set-ExecutionPolicy RemoteSigned

* x64
Open C:\Windows\system32\cmd.exe
Run the command:

powershell Set-ExecutionPolicy RemoteSigned

Use get-executionpolicy to check the policy has been updated. You may need to ensure that the
various scripts are not "blocked" - right click in Windows Explorer and check Properties options.

3.1.3. Initial setup
Prior to installing the Perforce server, perform the following steps.

1. Mount the volumes for the three-volume configuration described in Volume Layout and
Hardware. The procedure assumes the drives are mapped as follows:

o Metadata on e:

o Depotdata on f:

o Logsong:
(r) If you do not have a logs volume, put the logs on the depot data volume. If you
- have only a single data volume, e.g. d: then set all the values to that volume.

2. Copy the SDP to the f:\sdp directory (let us call this %SDP%).
It is likely that Windows will have blocked the various scripts and files for security

o reasons. It is important to run the following command (in Powershell window as
Administrator)

dir -Path f:\sdp -Recurse | Unblock-File

© 2010-2021 Perforce Software, Inc. 9
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3. Customize the following for your environment. It requires you to identify the master server and
all replicas that we need to setup for the SDP, including instance names, hostnames, etc. This
information is all in a single file:

%SDP%\Server\Windows\setup\sdp_master_config.ini

4. Download and install Python, e.g. from www.python.org. We use Python 2.7.x (latest) and 3.7.x
(latest). 64-bit version is fine. Typically we install to default dir, e.g. c:\python27. For initial
installation we only require base Python. For subsequent scripting you may wish to install
P4Python (e.g. using pip).

5. Other tools we find useful: Notepad++ and GOW (Gnu on Windows - Unix command line utilities
such as wc, head, tail). These are recommended but not strictly required.

6. Download to directory %SDP%\Server\Windows\setup the desired release of p4.exe and p4d.exe.
For example, for Helix Core for release 2020.1 on 64 bit Windows, use this URL:

http://ftp.perforce.com/perforce/r20.1/bin.ntx64

From that directory listing, select p4.exe and then p4d.exe to download each of those files. If you
are using 32 bit Windows (unusual these days), substitute bin.ntx86 for bin.ntx64 in the URL
above. The following works within Powershell

Invoke-WebRequest "http://ftp.perforce.com/perforce/r20.1/bin.ntx64/p4.exe"
-OutFile "p4.exe"
Invoke-WebRequest "http://ftp.perforce.com/perforce/r20.1/bin.ntx64/p4d.exe"
-QutFile "p4d.exe"

3.1.4. Running Configuration script

The create_env.py script, available in %SDP%\Server\Windows\setup, sets up the basic directory
structure used by the SDP. It creates .bat files to register the Perforce service as Windows services. It
parses and validates the sdp_master_config.ini file in the same directory.

You need to customize this sdp_master_config.ini file. It contains lots of comments as to how to set
the various configuration values.

The following shows a sample config after editing:

10 © 2010-2021 Perforce Software, Inc.


http://www.python.org

Chapter 3. Installing the Perforce Server and the SDP - 11 of 55

[DEFAULT]

SDP_P4SUPERUSER=perforce
SDP_PASUPERUSER_PASSWORD=SomeRandomPassword
ADMIN_PASS_FILENAME=adminpass.txt

mailfrom=perforce@example.com
maillist=p4ra@example.com
mailhost=mail.example.com
mailhostport=25

EMAIL_PASS_FILENAME=emailpass.txt
EMAIL_PASSWORD=

KEEPCKPS=10

KEEPLOGS=20
LIMIT_ONE_DAILY_CHECKPOINT=false
SDP_GLOBAL_ROOT=c:

# Assuming output of ‘hostname' is this value, and we are using instance ‘1°
[1:perforce-svr-01]

SDP_SERVERID=Master

SDP_SERVICE_TYPE=standard

SDP_P4PORT_NUMBER=1666

# Everything on D: drive

METADATA_ROOT=D:

DEPOTDATA_ROOT=D:

LOGDATA_ROOT=D:

REMOTE_DEPOTDATA_ROQT=

Review the contents of template_configure_new_server.bat file which defines the recommended
default configurable values for any server, and make any desired changes. This file will be parsed
and used to create instance specific configuration files.

After updating the configuration file, run create_env.py from the same directory.

o You must run this command from a CMD window which has administrator rights.

cd %SDP%\Server\Windows\setup
Edit and save changes:
notepad sdp_master_config.ini

Run the command to create the environment (by default it looks for the config file
sdp_master_config.ini but this can be changed with -c option):

© 2010-2021 Perforce Software, Inc. 11
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Create_env.py
The output will look something like this:

D:\sdp\Server\Windows\setup>create_env.py

INFO: Found the following sections: ['1:EC2AMAZ-LJ68A41"]

INFO: Config file written: sdp_config.ini

INFO: The following directories/links would be created with the -y/--yes flag
INFO: Creating target dir 'c:\p4'

INFO: Creating target dir 'D:\p4\1'

INFO: Creating target dir 'D:\p4\1'

INFO: Creating link 'c:\p4\1' to 'D:\p4\1'

INFO: Creating target dir 'D:\p4\common'

INFO: Creating link 'c:\p4\common' to 'D:\p4\common'

INFO: Creating target dir 'D:\p4\config'

INFO: Creating link 'c:\p4\config' to 'D:\p4\config'

INFO: Creating target dir 'c:\p4\common\bin'

INFO: Creating target dir 'c:\p4\common\bin\triggers'
INFO: Creating target dir 'c:\p4\1\bin'
INFO: Creating target dir 'c:\p4\1\tmp'
INFO: Creating target dir 'c:\p4\1\depots'

INFO: Creating target dir 'c:\p4\1\checkpoints'

INFO: Creating target dir 'c:\p4\1\ssl'

INFO: Creating target dir 'D:\p4\1\root'

INFO: Creating link 'c:\p4\1\root' to 'D:\p4\1\root'

INFO: Creating target dir 'c:\p4\1\root\save'

INFO: Creating target dir 'D:\p4\1\offline_db'

INFO: Creating link 'c:\p4\1\offline_db"' to 'D:\p4\1\offline_db'

INFO: Creating target dir 'D:\p4\1\logs'

INFO: Creating link 'c:\p4\1\logs' to 'D:\p4\1\logs'

INFO: Copying 'D:\sdp\Server\Windows\p4\common\bin\create-filtered-edge-
checkpoint.ps1' to 'c:\p4\common\bin\create-filtered-edge-checkpoint.ps1’
INFO: Copying 'D:\sdp\Server\Windows\p4\common\bin\create-offline-db-from-
checkpoint.bat' to 'c:\p4\common\bin\create-offline-db-from-checkpoint.bat'
INFO: Copying 'D:\sdp\Server\Windows\p4\common\bin\create-offline-db-from-
checkpoint.ps1' to 'c:\p4\common\bin\create-offline-db-from-checkpoint.ps1’

INFO: Copying 'D:\sdp\Server\Windows\setup\p4.exe' to 'c:\p4\1\bin'

INFO: Copying 'D:\sdp\Server\Windows\setup\p4d.exe' to 'c:\p4\1\bin'

INFO: Copying 'D:\sdp\Server\Windows\setup\p4d.exe' to 'c:\p4\1\bin\p4ds.exe'
INFO: Copying 'D:\sdp\Server\Windows\setup\sdp_config.ini' to 'c:\p4\config'
INFO: Copying 'D:\sdp\Server\Windows\setup\Master_server.id' to
"c:\p4\1\root\server.id'

INFO: Creating instance bat file 'c:\p4\1\bin\daily-backup.bat'

INFO: Creating instance bat file 'c:\p4\1\bin\p4verify.bat'

INFO: Creating instance bat file 'c:\p4\1\bin\replica-status.bat'

INFO: Creating service configure commands on 'ec2amaz-1j68a4i' for instance '1' in

install_services_ec2amaz-1j68a41i.bat

12 © 2010-2021 Perforce Software, Inc.
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The following commands have been created - but you are in report mode so no
directories have been created

install_services_ec2amaz-1j68a41i.bat

configure_Master.bat
You will also need to seed the replicas from a checkpoint and run the appropriate
commands on those machines
INFO: Running in reporting mode: use -y or --yes to perform actions.

If the output looks correct then re-run the script with -y parameter to actually perform the copying
of files and creation of directories and links.

create_env.py -y

3.1.5. sdp_config.ini

This file is written to c:\p4\config. It will look something like this (note the value EC2AMAZ-LJ68A4I is
an example of the output of the hostname command - your value will be different):

[1:EC2AMAZ-L]68A4I]
p4port=EC2AMAZ-L]68A41:1777
sdp_serverid=Master
sdp_p4serviceuser=
sdp_global_root=c:
sdp_p4superuser=perforce
admin_pass_filename=adminpass.txt
email_pass_filename=emailpass.txt
mailfrom=perforce@example.com
maillist=p4ra@example.com
mailhost=mail.example.com
mailhostport=25

python=None
remote_depotdata_root=
keepckps=10

keeplogs=20
limit_one_daily_checkpoint=false
remote_sdp_instance=

pdtarget=

The above are the values for a single master/commit server.

If you configure a replica then these fields should be set to appropriate values:

© 2010-2021 Perforce Software, Inc. 13
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[1:EC2AMAZ-REPLICA]
sdp_p4serviceuser=svc_p4d_ha_aws

remote_depotdata_root=\\EC2AMAZ-L168A41\d$
remote_sdp_instance=1
pdtarget=EC2AMAZ-LJ68A41:1777

3.1.6. Installing service(s)

The above command will create a couple of files in that directory. The first is

install_services_<hostname>.bat, so on a machine where the hostname is svrp4master, it will be
install_services_svrp4master.bat

Validate the contents of this file and run it if it looks appropriate - this installs the service(s) with
appropriate parameters. Please note that it is specific to the hostname that you specified inside
sdp_master_config.ini - so it will only run on the correct host server. It should look something like:

D:\sdp\Server\Windows\setup>install_services_ec2amaz-1j68a4i.bat
D:\sdp\Server\Windows\setup>c:\p4\common\bin\instsrv.exe p4_1 "c:\p4\1\bin\p4s.exe"
The service was successfully added!

Make sure that you go into the Control Panel and use
the Services applet to change the Account Name and
Password that this newly installed service will use
for its Security Context.

D:\sdp\Server\Windows\setup>c:\p4\1\bin\p4.exe set -S p4_1 P4R0O0T=c:\p4\1\root
D:\sdp\Server\Windows\setup>c:\p4\1\bin\p4.exe set -S p4_1
P4JOURNAL=c:\p4\1\logs\journal

D:\sdp\Server\Windows\setup>c:\p4\1\bin\p4.exe set -S p4_1
D:\sdp\Server\Windows\setup>c:\p4\1\bin\p4.exe set -S p4_1
D:\sdp\Server\Windows\setup>c:\p4\1\bin\p4.exe set -S p4_1
P4L0G=c:\p4\1\logs\Master.log

ANAME=Master

P
P4PORT=1777

Note that if you have defined multiple instances in sdp_master_config.ini to run on this same
hostname, then they will all be installed by this .bat file.

3.1.7. Start the server to test

Having installed the service, we now test that it will start: c:\p4\common\bin\svcinst start -n
p4_<instance name>, e.g.

c:\p4\common\bin\svcinst start -n p4_1
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Or

c:\p4\common\bin\svcinst start -n p4_Master
If the service fails to start, then examine the log file for the reason (e.g. missing license file) in

c:\p4\<instance>\logs.

Ensure the server is running (specify appropriate port):

p4 -p 1666 info

Use c:\p4\common\bin\svcinst stop -n p4_<instance> to stop the service if required.

3.1.8. Create P4Admin Shortcuts

Desktop shortcuts simplify setting up the SDP shell environment, making it easy to interact with the
configured Helix Core service.

Create a shortcut for each SDP instance on the Desktop of the user account used to manage the
Perforce Helix services, and/or the human administrators who login directly to the server machine.

The shortcut brings up a Windows Command Prompt (cmd.exe) with the SDP environment
configured.

For each SDP instance configured, create a separate shortcut named P4Admin N, replacing N with the
SDP instance name. For example, if the instance name is 1 (the default), create a shortcut named
P4Admin 1.

3.1.8.1. Create the PromptSetup.bat File

In the C:\p4\N\bin directory for the instance (e.g. C:\p4\1\bin\PromptSetup.bat for SDP instance 1),
create a file named PromptSetup.bat. It should have these contents:

@ECHO OFF
CLS
CALL C:\p4\common\bin\p4env.bat 1

In the file contents, replace the 1 with the appropiate SDP instance name.

3.1.8.2. Create the Shortcut

To create each P4Admin N shortcut:

On the Windows Desktop, point the mouse anywhere in the desktop background, right-click, and
select New — Shortcut. The Create Shortcut dialog will come up prompting: Type the location of the
item:. In the text box, enter:

C:\Windows\System32\cmd.exe /K C:\p4\N\bin\PromptSeti

w N
U \Jy i AU« TA /N e AP AU LUP .
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replacing the N with the appropriate instance name, and then click Next. Then when it prompts Type
a name for this shortcut:, enter:

P4Admin N

again replacin the N with the appropriate instance name, and then click Finish.

Next, right-click on the new shortcut, and click Properties. On the P4Admin Properties dialog, click
the Advanced button. On the Advanced Properties dialog, check the Run as administrator checkbox,
and then click OK.

Next, back on the P4Admin Properties, in the Start in: field, enter the value C:\p4\N\bin (replacing N
with the instance name), and then click Apply and then OK.

Note: Changing the Start in is only informational, as a command prompt that
@ starts as Administrator will start in the C:\Windows\System32 folder. But then it will
- call the PromptSetup.bat, which does a CD into that folder, so you do end up in a
folder like C:\p4\1\bin.

3.1.9. Applying configurables to the server instance

For each instance defined in sdp_master_config.ini, a configuration .bat file will be created, called
configure_<instance>.bat, so for instance master, it will be configure_master.bat.

Review the contents of the file and make any desired changes.

You will only be able to run the .bat file if you have started the server instance as per previous
section.

If an instance is a replica (or similar), then you should apply the configurables to the master server
and then checkpoint it before seeding the replica - see the Distributing Perforce guide.

3.1.10. Configuring the server

To configure the server, perform the following steps:

1. Make sure your server is running (specify appropriate port below):
p4d -p 1666 info
2. Create your Perforce administrator account within the Perforce repository, using the user name

and password specified in sdp_master_config.ini.

3. Optional. To create a Perforce stream depot called PerforceSDP and load the SDP, issue the
following commands:
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p4 depot -t stream -o PerforceSDP | p4 depot -i

p4 stream -t mainline -o //PerforceSDP/main | p4 stream -i

cd /d C:\sdp

p4 client -S //Perforce/main -o PerforceSDP_ws | p4 client -i
p4 -c PerforceSDP_ws reconcile

p4 -c PerforceSDP_ws submit -d "Added SDP."

4. Optional. To create a Perforce spec depot, issue the following commands:
p4 depot -t spec -o spec | p4 depot -i

Then add the following to the Protections table, near the bottom (about super user entries), to
hide specs which could have security implications:

list user * * -//spec/protect.p4s
list user * * -//spec/triggers.p4s

Then update specs in the depot with this command:
p4 admin updatespecdepot -a
5. Optional. To create an unload depot, issue the following command:
p4 depot -t unload -o unload | p4 depot -i

6. Optional. To delete the default Perforce depot named depot, issue the following command: p4
depot -d depot. Create one or more depots as required to store your files, following your site’s
directory naming conventions.

3.1.11. Verifying your server installation

To verify your installation, perform these steps:

1. Issue the p4 info command, after setting appropriate environment variables. If the server is
running, it will display details about its settings.

2. Create a client workspace and verify that it is archived in the spec depot and written to the
c:\p4\1\depots\specs\client (assuming instance 1) directory.

3. Add a file to the server and verify that the archive file gets created in the corresponding
directory under c:\p4\1\depots.

3.1.12. Scheduling maintenance scripts

In Windows 2012 or later you should use the Task Scheduler. We recommend that you create a
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folder called Perfo